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1. REPORT SUMMARY

In recent years, the natural disaster is one of the implicit threats affected negatively on large-scale system. Large scale disasters can destroy data centers, resulting in the loss of important irreplaceable data. The collaborative disaster-resilient content storage and delivery cloud initiative in TEIN3 workshop aims to create awareness, discussion, and further collaboration in Information and Communication Technology (ICT) disaster preparedness among workshop participants. In this workshop, there are participants from five TEIN3 members which are Thailand (ThaiREN), Vietnam (VinaREN), Malaysia (MYREN), Philippines (ASTI), and Japan (NICT). 
In the first two days, there were presentations about status of cloud development and services from participating TEIN3 countries as well as discussion session at the end of the day. The last two days were intensive brainstorming and discussion to outline the plan for further collaboration. From the workshop, the participating NRENs agreed that there will be co-operation to initially setup some servers with cloud platforms for experiments through TEIN3/4 network infrastructure.  Since there are several cloud platforms, participating partners might utilize different technologies for cloud. Representatives in the meeting have put forward another situation that we should integrate different cloud technologies. Following this case, we should begin by utilizing OpenStack, OpenNebula, Cloudstack platforms in fresh start. Obviously, several applications would be put on our test cloud environment as backup storage application, initiating DR sites and DR data migration, deploying web servers Email and LDAP service migration, Disaster Warning, Disaster Real-time Data Gathering, SaaS Network Monitoring Systems (using distributed system, distributed monitoring) or Video cloud (SchoolTube). Besides, we had concerns about migrating of VMs across administrative domains from one country to another and the problem related to bandwidth could be appeared when VM files are larger. We also discussed about roles and actions to be taken for future collaboration.

In summary, the workshop successfully met the objectives with expected results.

2. WORKSHOP AGENDA

Date : 23-26 July 2012

Venue : Asian Institute of Technology, Thailand, “AIT Extension” Building,  Room 204

Day 1 : Monday 23 July 2012
	Time
	Title
	Speaker

	09:30 – 10:00
	Opening Address 
	Prof. Kanchana Kanchanasut, 

IntERLab, AIT

	10:00 – 10:30
	Motivation and Introduction
	Dr. Apinun Tunpan,

IntERLab, AIT

	10:30 – 11:00
	Coffee/Tea Break
	

	11:00 -12:00
	JGN-X/NICT and its Research Activities
	Tomoaki Takata, 

NICT, Japan

	12:00 – 13:00
	Lunch
	

	13:00 – 14:00
	Philippine Cloud Initiative
	John Robert Mendoza, ASTI, Philippines

	14:00 – 15:00
	The Scatter of Cloud Computing on the UniNet2 Network Infrastructure
	Dr. Vara Varavithya, King Mongkut's University of Technology North Bangkok, Thailand

	15:00 – 15:30
	Coffee/Tea Break
	

	15:30 – 17:00
	Discussion
	


Day 2 : Tuesday 24 July 2012
	Time
	Title
	Speaker

	09:30 – 10:30
	An Introduction to MYRENCloud
	Kamal Hisham,

MYREN, Malaysia

	10:30 – 11:00
	Coffee/Tea Break
	

	11:00 – 12:00
	CAT's vision and strategy for Cloud Computing, National Cloud Platform and Its Importance, Cloud, Innovation, and the Future
	Prin Mana-aporn, CAT Telecom PLC, Thailand

	12:00 -13:00
	Lunch
	

	13:00 – 14:00
	Fault Tolerance Research and Cloud implementation at Thammasat University
	Dr. Kasidit Chanchio, Thammasat University, Thailand

	14:00 – 15:00
	Scalable Network Monitoring System as a service on Cloud
	Chavee Issariyapat, 

NECTEC, Thailand

	15:00 – 15:30
	Coffee/Tea Break
	

	15:30 – 16:30
	An open, shared platform for developing, deploying, and accessing planetary scale applications
	Marco Bicudo, 

LIP6/UPMC and PlanetLab/Europe

	16:30 – 17:00
	Discussion
	


Day 3 : Wednesday 25 July 2012

 Brainstorm and Discussion Sessions

1. Academic Contents (e.g. HD videos, eBooks) for TEIN3 Academic Cloud

2. Data contents that should be made available

3. Who already owns or plans to produce what contents

4. How the contents should be made (e.g. what formats or standards), shared (e.g. how the contents propagate) and consumed (e.g. who can can access and use).

5. Academic Cloud Service Conceptualization

· Services that should be made available in the planned academic cloud

· Integration with modern mobile devices (e.g. iPad, Android tablets, smartphones)

· Mobile apps and mechanisms (esp. wireless) to access the academic cloud

· Cloud storage and cloud inter-networking design (e.g. wired and wireless)

· Data integrity and security

6. Disaster Preparedness and Data/Service Resiliency

· How to design and implement an academic cloud that will survive different kinds of natural disasters

· Data and services replication and migration

· How to 'test' data/service resiliency

Day 4 : Thursday  26 July 2012
1. Realization Issues

-Present status : who already operates or plans to operate data centers for academic cloud

-Plan for next steps, roadmaps and milestones

-Responsible parties and personnel (e.g. volunteers, or dedicated staff)

-Economical sustainability issues

2. Open Discussions

3.  MEETING OUTPUTS

Discussions and Planned Action Steps
The members of Research and Education Network including Thailand(ThaiREN), Vietnam(VinaREN), Malaysia(MYREN), Philippines (ASTI), Japan (NICT) and other participants have discussion during the workshop to bring forward the situations and finding out the remedies from ICT disaster. The members of participating RENs opened up the first step that there will be co-operation to setup simple servers with cloud platforms for experiments connected through TEIN3 infrastructure.
The representatives in meeting have put forward another situation that we should integrate different cloud technologies. Following this case, we should begin by utilizing OpenStack, OpenNebula, Cloudstack platforms in fresh start. Several applications would be put on our test cloud environment as backup storage application, initiating DR sites and DR data migration, deploying web servers Email and LDAP service migration, Disaster Warning, Disaster Real-time Data Gathering, SaaS Network Monitoring Systems (using distributed system, distributed monitoring) or Video cloud (SchoolTube). 
Moreover, partners operating shared-cloud system should have accounts to install or establish experiments. Participants should be able to execute VMs (virtual machines). They could allocate storage or RAM by themselves and forming incremental trusts. The process of cloud computing system also need the operational guideline announcing that what people can and cannot do.
From the proposal perspective, we also have to define the minimum figure of servers, policies, technical and research issues. In research circumstances, we should concern about migrating of VMs across administrative domains from one country to another and the problem related to bandwidth could be appeared when VM files are larger. We could deploy OpenVPN among sites, namespace or dynamic DNS and Integrating tablet on the cloud might be the significant feature supporting flexibly for users. In addition, we should give the requirement to the partners for setting up a stable node on Planetlab with distributed backup storage which we can utilize for remote data backup or service recovery.
The meeting agrees to setup and experiment with “service migration” among REN's clouds to mitigate impacts from large-scale disasters that might knock out data centers in some countries. Each country REN will setup an experimental cloud platform that allows other RENs to migrate some or all of the agreed services among the countries. The initial services of interest are: e-mail, LDAP, web (http), and DNS. These are obviously among the first few services that must be resumed soon after a large scale disaster strikes. 
To facilitate the setup and experiment of service migration among member countries’ RENs, certain incident response procedures and preparations must be considered. For example, when migrating an organization email service from one REN to the other, all the corresponding DNS records (e.g. mx, a, aaaa, cname) must be updated correctly for the email messages to arrive at a migrated site. It may take a few hours or up to a few days for old DNS cached records to expire. The incident response procedure must indicate the pre- and post-disaster preparations and actions. Some of these actions may be done automatically (e.g. file transfer), while others should be done manually (e.g. changes of DNS record to new migrated location). 
A skeleton template of the Incident Response Service Migration (IRSM) preparations and procedures among participating RENs in TEIN3 cloud will be drafted. The template should address at least the following: 1) The pre-disaster preparation steps (e.g. how to prepare virtualized environment at the clouds of the primary REN and the backup REN, how to setup scheduled file transfer and backup). 2) The actions to be taken when a disaster (e.g. another data center flood) is imminent to happen (e.g. how to initiate an emergency service migration, for basic services like DNS, web, email, LDAP and who will be the responsible persons). 3) The post service transfer verification (e.g. to make sure that the migrated services are up and running properly and that the DNS entries correctly reflect the changes within a desirable time period). The Incident Response Service Migration (IRSM) template will then be circulated to all participating RENs for further adaptation and detail completion (e.g. to make sure that the fits the operational parameters and requirements of each participating REN).

Some technical and technological issues remain on our watch list. First, the ability to perform backup and/or snapshots of a virtual machine is a very desirable key feature. This will indeed aid a smooth migration process from one cloud service operator to another cloud service operator. For example, there is OpenStack volume which allows the backup procedures to be carried out independently of the virtual machine (VM). There is a so-called S3 or Simple Storage Service which may be used to achieve this purpose. For snapshotting, KVM has qcow (QEMU Copy on Write) which can provide file level snapshots, while Linux has btrfs (a.k.a. Better File System) which is under development but has a good potential to perform block-level snapshots. It is still unclear which one will be actually superior in the long terms. It is agreed from the meeting that participating RENs will first test OpenStack with KVM and qcow first, while keep btrfs on our technological radar which we will investigate later. Second, the service migration from one cloud operator to another cloud operator may result in some networking problems because the migrated virtual machines will operate in a new different subnet, that might have issues in IPv4 vs. IPv6, firewall, ACLs, NAT/PAT, and others. OpenVSwitch is an upcoming new component in OpenStack which addresses network virtualization. A new OpenStack component called Quantum will deal with network management in OpenStack. These are expected to be available in September 2012. Second, there is the service migration among different TEIN3 cloud operators who are running different cloud enabling platforms (e.g. OpenStack at ThaiREN vs. OpenNebula at ASTI in the Philippines). There are open source tools that can be used to convert the formats of virtual machine files. However, such conversions are usually done off line, hence implying a longer down time if service migration is required. The ability to make live snapshots and incremental backup and restoration among different cloud platforms still remains an open research problem. Third, closely related to the previous issue, APIs to connect to different cloud platforms should be investigated. Apache delta cloud is one example that we will to further study.
In the upcoming August 2012 TEIN3 Annual NOC workshop at IntERLab, AIT, it is agreed that there will be an engineering session which will discuss the OpenStack cloud platform, with demonstrative uses and administration. We will invite some expert speakers to this TEIN3 Annual NOC workshop. Among them are Dr. Kasidit of Thammansart University and Ms. Vasinee of the Electronic Government Agency (EGA) of Thailand. It is agreed that at least ThaiREN, VinaREN, IntERLab, Thammasart University, and NECTEC will further discuss technical details and simple test setup of service migration at the same workshop in August 2012. 
The SaaS Network Monitoring framework proposed by NECTEC appears to be very promising. It is agreed in the meeting that in setting up our experiments and future tests, we will also incorporate and test the NECTEC's SaaS Network Monitoring framework. It will allow the framework to monitor availability of cloud nodes and cloud services themselves, among different participating country RENs.
Bandwidth requirement is another issue to be tested and seen during the service migration experiments. To transfer a complete backup or a huge snapshot of a virtual machine, it may take a lot of time. To transfer incremental backup files, it should be less demanding. During the service migration experiments, we will need to measure the time needed to transfer the required files and data. In a very imminent disaster threat, there may not be sufficient time to transfer everything. Also high-speed infrastructure such as fiber optics may suffer damages already. Hence, regularly scheduled transfers (e.g. weekly, daily, hourly) maybe a viable solution to keep some services available. These need to be sorted out based on the results we will receive from real experiments in TEIN3.

Actions with PlanetLAB.

Since PlanetLAB is a very solid distributed test bed in cloud computing. There are actions that the meeting agrees upon. First, we will initially request some relatively stable nodes from PlanetLAB to experiment with distributed trans-continental backup. Challenges are in the way if we could split and deposit a large backup to several nodes on PlanetLAB. Also if we are dealing with incremental backups from several origins, what might be the right strategies to perform such incremental backup. Lastly, the meeting agrees to look into the retrieval and usability issues, for example, after the disaster is over, if the split backup data files (from a particular service) could be correctly retrieved back to the original owner and reassembled or reconstructed correctly. 

Discussions on Funding of Research and Development Activities

1. ThaiREN and VinaREN agree to prepare a proposal to be submitted to TEIN for further funding.

2. We will also investigate the funding opportunities from NICT and JICA, Japan

3. We will also investigate the funding opportunities from EU, like FP7 and SEACOOP

Potential Joint- R&D Issues:

1. Use of multiple tablets as distributed storage in TEIN3. Tablets are very commonplace and will be connected to wireless networks at many institutes participating in TEIN3. These tablets could be used as Tablet-as-a-Service storage or computing resources

2. Peer-to-Peer (P2P) approaches to backup and restore in TEIN3 clouds. Several NRENs may be interested to just backup and restore data with participating nodes in one or more of TEIN3-connected clouds. 

3. Secure Content Delivery Network (CDN) in TEIN3-connected clouds. Some contents such as video lectures may be intended for limited audience and hence are not supposed to be uploaded to YouTube. We wish to investigate distributed CDN technologies with secure, encrypted access that would allow the contents to be split and distributed-ly stored in one or more TEIN3-connected heterogenous cloud systems (including those operating OpenStack and OpenNebula). It is also interesting to explore how users with the right decryption keys may access and utilize such cloud data.

4. Peer-to-Peer (P2P) in TEIN3-connected heterogenous cloud systems which may involve both static and mobile nodes. It is interesting to investigate service discovery, overlay formation, DHT and perhaps other P2P related issues in such clouds.

5. SaaS Network Monitoring Agents will be used as a tool for service discovery and service migration in TEIN3-connected heterogenous clouds. NECTEC's framework has great potentials in service discovery, service migration, and service delivery as well. 

6. Cloud migration in TEIN3. This involves moving or cloning the whole cloud service from one place to another. 
Open Discussions: 
There might be somethings which maybe unique in JP, TH, VN, PH, MY environment.
1. Secure Patient Data Delivery Clouds for Medical Travelers

2. Agriculture Clouds

3. Mobile phone, disaster-information cloud – with the capabilities to filter out false information

4. Business informatics clouds for business travelers (JP, ASEAN – AEC).

APPENDIX

List of Participants 
	No.
	Name
	Position
	Organization/Affiliation

	1
	Prof. Kanchana Kanchanasut
	Director
	intERLab, Asian Institute of Technology (AIT)

	2
	Dr. Apinun Tunpan
	Senior Research Specialist
	intERLab, Asian Institute of Technology (AIT)

	3
	Dr. Chalermpol Charnsripinyo
	Senior Research Specialist
	National Electronic and Computer Technology Center (NECTEC)/ ThaiREN

	4
	Dr. Nguyen Hong Van
	Director
	National Agency for Science and Technology Information (NASATI)/VinaREN, Vietnam

	5
	Mr. Nguyen Manh Duy
	
	National Agency for Science and Technology Information (NASATI)/VinaREN, Vietnam

	6
	Mr. Tomoaki Takata
	
	National Institute of Information and Communication Technology (NICT)/JGN-X, Japan

	7*
	Mr. Kamal Hisham
	Manager
	MYREN, Malaysia 

	8*
	Mr. John Robert Mendoza
	
	ASTI, Philippines

	9*
	Mr. Macro Bicudo
	
	LIP6/UPMC, France

	10
	Assoc Prof. Vara Varavithya
	Lecturer
	King Mongkut’s University of Technology North Bangkok

	11
	Dr. Kasidit Chanchio
	Faculty member
	Thammasat University

	12
	Mr. Prin Mana-aporn
	Assistant to CEO/Strategist
	CAT Telecom PLC.

	13
	Mr. Chavee Issariyapat
	Research Assistant
	National Electronic and Computer Technology Center (NECTEC)

	14
	Dr. Panita Pongpaibool
	Researcher
	National Electronic and Computer Technology Center (NECTEC)

	15
	Dr. Ekasit Kijsipongse
	Researcher
	National Electronic and Computer Technology Center (NECTEC)

	16
	Dr. Taweesup Apiwattanapong
	Researcher
	National Electronic and Computer Technology Center (NECTEC)

	17
	Mr. Sadit Sathianpaisarn
	System Engineer
	National Electronic and Computer Technology Center (NECTEC)

	18
	Mr. Adisak Busaranun
	Engineer
	National Electronic and Computer Technology Center (NECTEC)
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